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Abstract
Background: Stroke is one of the most dangerous and life-threatening disease as it can cause lasting brain damage, long-term disability, or even death. The early detection of warning signs of a stroke can help save the life of a patient. In this paper, we adopted machine learning approaches to predict strokes and identify the three most important factors that are associated with strokes. Methods: This study used an open-access stroke prediction dataset. We developed 11 machine learning models and compare the results to those found in prior studies. Results: The accuracy, recall and area under the curve for the random forest model in our study is significantly higher than those of other studies. Machine learning models, particularly the random forest algorithm, can accurately predict the risk of stroke and support medical decision making. Conclusion: Our findings can be applied to design clinical prediction systems at the point of care.
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Introduction

Stroke, a devastating cardiovascular disease, poses a significant global health burden as the second leading cause of death worldwide [1]. In the United States, it ranks as the fifth leading cause of death among individuals aged 70 years and older [2]. The occurrence of stroke can be attributed to two main mechanisms: either a blockage in the blood supply to the brain or the rupture of a blood vessel within the brain [3]. Consequently, certain regions of the brain may sustain permanent damage, resulting in the loss of specific functions or even mortality. Alarming statistics from the Centers for Disease Control and Prevention [4, 5] reveal that over 795,000 people experience a stroke each year in the United States alone, with a staggering stroke-related fatality occurring every 3.5 minutes. This imposing public health challenge also carries substantial economic implications, exerting a considerable financial burden on individuals, healthcare systems, and society at large [6]. In fact, stroke-related costs account for 1.7% of national health expenditures [7].

However, the Centers for Disease Control and Prevention [8] emphasizes that up to 80% of strokes can be preventable. While blood pressure levels serve as a crucial factor influencing the likelihood of experiencing a stroke, other environmental and lifestyle factors also contribute significantly to this risk. For instance, studies have established a clear association between a diet high in saturated fats, trans fats, and cholesterol and an increased susceptibility to stroke. Furthermore, research has revealed a correlation between the level of stress an individual experiences and their chances of suffering a stroke [9]. Disturbingly, projections indicate that approximately 4% of the adult population in the United States is expected to have experienced a stroke by the year 2030 [7].

In the realm of healthcare, the growing utilization of machine learning, deep learning, and artificial intelligence techniques has revolutionized the accurate diagnosis, treatment, and management of various conditions, including stroke. This paper focuses on leveraging machine learning approaches to predict patient outcomes, enhance stroke management, and improve the overall quality of patient care [10–12]. Specifically, our objective is to investigate the robust predictors for stroke through the application of machine learning approaches and analyze their impact on an individual’s risk of developing severe medical conditions.

This paper is organized into five sections. Section 2 provides an overview of related work. In Section 3, we outline the methodology and procedures employed in our study. Subsequently, Section 4 presents the results and discussions derived from our analyses. Finally, the conclusions and future are discussed in the last section of this paper.

Related work

A considerable body of research has employed machine learning techniques to explore and predict strokes. Heo et al. [13] conducted a study aiming to predict long-term outcomes in ischemic stroke patients. They developed three machine learning models, namely random forest, logistic regression, and deep neural network. Notably, their deep neural network model achieved an impressive area under the curve (AUC) of 0.888. Their investigation demonstrated that machine learning algorithms, particularly the deep learning neural network, exhibit the capability to accurately predict long-term outcomes in acute stroke patients. However, their study limited the exploration to only three machine learning methods. Moreover, Wu and Fang [14] developed machine learning models for predicting stroke with imbalanced data in an elderly population in China. Regularized logistic regression, support vector machine (SVM), and random forest methods were used to predict stroke. The AUC for regularized logistic regression reached the maximum value 0.72, and those for SVM and random forest both reached 0.71 using their model. Their study demonstrated that machine learning methods with data balancing techniques were effective tools for stroke prediction with imbalanced dataset. However, their model performances were relatively low even after dealing with imbalanced data. Wang et al. [15] conducted an extensive review of studies published on PubMed and Web of Science from 1990 to March 2019. Their review revealed that the most commonly utilized machine learning methods for stroke prediction were random forest, support vector machines, decision trees, and neural networks. Hence, there is a need to incorporate a wider range of machine learning approaches to assess and compare their performances effectively.

In line with this objective, Khosla et al. [16] proposed a novel machine learning approach that combines Margin-based Censored Regression with Cox models to automatically select robust features capable of predicting stroke risks. Their study applied support vector machines and Margin-based Censored Regression. The resulting technique achieved an AUC of 0.777. Similarly, Chun et al. [17] compared Cox models, machine learning and ensemble models combing both approaches for stroke risk prediction. They concluded that the ensemble approach led higher accuracy (men: 76%; women: 80%). In addition, Chen et al. [18] utilized deep learning method, namely deep neural network and compared it with machine learning-based classifiers, such as logistic regression and support vector machine, to predict patients’ 5-year stroke occurrence. Based on their findings, deep neural network and gradient boosting decision tree can achieve similar good predictive results (AUCs of 0.915) while Logistic Regression and SVM both show a less effective performance.

Sailasha and Kumari [19] conducted research to construct machine learning models for predicting the likelihood of brain strokes. In their study, they employed various machine learning algorithms, including logistic regression, decision tree, random forest, K-Nearest Neighbors (KNN), and Naïve Bayes. The Naïve Bayes Classifier exhibited the best performance, yielding an accuracy of 82% and an AUC of 82.3. Although their model outperformed the current state-of-the-art in terms of AUC, there is still room for improvement to achieve even better results.

Previous studies [16, 20–23] have identified some significant stroke predictors. These predictors include factors like time to walk 15 feet, creatinine levels, age, the number of correctly coded symbols, total medications, general health, as well as excellent heart and kidney function. Several other factors have also been identified as potential risk factors for stroke. These include the occurrence of a transient stroke, the presence of myocardial infarction, atrial fibrillation, smoking, obesity, alcohol consumption, and estrogen therapy [24–26]. Nonetheless, numerous other risk factors for stroke exist, necessitating further exploration in future studies utilizing machine learning approaches.

Hence, the research question for this study is twofold: can we identify factors that accurately predict the risk of stroke? Moreover, can we develop prediction models that exhibit high accuracy and reliability? By addressing these questions, this research aims to contribute to the advancement of stroke prediction and ultimately improve patient outcomes.

Methodology

Date preprocessing

The dataset utilized in this study was the open-access Stroke Prediction dataset [27], comprising approximately 5110 patients, the age of the participants who are over 18 years old. Each patient’s record included multiple attributes, as illustrated in Table 1 along with an indication of whether they had experienced a stroke. As this dataset is publicly available, neither approval from the ethics committee nor informed consent from the study populations is required.

Prior to training the dataset with classifier models, several crucial data cleaning steps were undertaken. First, it was identified that 201 instances had missing values for the body mass index (BMI) attribute. Therefore, these specific rows were removed from the dataset, as BMI serves as a fundamental measure of an individual’s overall health. Moreover, the dataset exhibited a substantial class imbalance, with
95% of individuals not having experienced a stroke, while only 5% had. To address this imbalance and create a more equitable target variable, the Synthetic Minority Over-sampling Technique (SMOTE) was employed. SMOTE generates artificial samples for the minority class by selecting instances that are proximate in the feature space, using a concept similar to the distance notion often employed in KNN algorithms. By equalizing the distribution of data, SMOTE mitigates the potential bias of the model toward a particular outcome. The results of applying SMOTE are presented in Table 2, which highlights the impact of this technique on the dataset and the achieved class balance.

Following the data cleaning and preprocessing steps, the dataset was partitioned into training and testing data sets. 75% of the data were allocated for training purposes, while the remaining 25% were reserved for testing the trained models. This partitioning facilitated the evaluation of the models’ performance on unseen data, providing a reliable assessment of their predictive capabilities.

Next, the training data set was utilized to train 11 different machine learning algorithms, including logistic regression, support vector machines, decision trees, random forests, and neural networks, etc. By employing multiple algorithms, we aimed to explore their individual strengths and weaknesses in predicting stroke risks. The framework diagram in Figure 1 provides an overview of the sequential steps involved in training and testing the machine learning algorithms on the stroke prediction dataset. It visualizes the flow of data, highlighting the key stages of data partitioning, algorithm selection, training, and evaluation. The framework serves as a useful reference for understanding the experimental setup and facilitates the reproducibility of the study.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Potential values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Male, female</td>
</tr>
<tr>
<td>Age</td>
<td>Years</td>
</tr>
<tr>
<td>Hypertension</td>
<td>Yes/No</td>
</tr>
<tr>
<td>Heart disease</td>
<td>Yes/No</td>
</tr>
<tr>
<td>Marital status</td>
<td>Yes/No</td>
</tr>
<tr>
<td>Work type</td>
<td>Private, self-employed, children, government job</td>
</tr>
<tr>
<td>Residence type</td>
<td>Urban, rural</td>
</tr>
<tr>
<td>Average glucose level</td>
<td>mg/dl</td>
</tr>
<tr>
<td>BMI</td>
<td>kg/m²</td>
</tr>
<tr>
<td>Smoking status</td>
<td>Never smoked, formerly smoked, smokes, unknown</td>
</tr>
</tbody>
</table>

**BMI, body mass index.**

<table>
<thead>
<tr>
<th>Target variable</th>
<th>Before SMOTE</th>
<th>After SMOTE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stroke patients</td>
<td>249</td>
<td>4861</td>
</tr>
<tr>
<td>Non-stroke patients</td>
<td>4861</td>
<td>4861</td>
</tr>
</tbody>
</table>

**SMOTE, Synthetic Minority Over-sampling Technique.**

**Figure 1 Stroke prediction framework.** AUC, area under the curve.
Exploratory data analysis
Several intriguing insights emerged from the analysis of the dataset, and various visualizations of the feature variables are presented below. Among these visualizations, we will highlight the most noteworthy observations in this section.

Figure 2 demonstrates a distinct pattern regarding the age of stroke patients. It is evident that a majority of stroke cases occur in individuals who are older than 50 years. This finding suggests that age plays a significant role in stroke risk, with advanced age being a notable contributing factor.

Figure 3 reveals an interesting observation: approximately 89% of stroke patients in the dataset were married. However, this association is likely not directly related to the effects of marital status on stroke risk. Instead, it can be attributed to the fact that a significant proportion of married individuals in the dataset were older, thereby aligning with the previous observation regarding age as a risk factor for stroke.

Examining comorbidities, Figure 4 indicates that around 16% of stroke patients had pre-existing heart disease. This finding emphasizes the interplay between heart health and stroke risk. Furthermore, Figure 5 highlights that approximately 24% of stroke patients had hypertension, further underscoring the link between high blood pressure and stroke incidence.

Regarding BMI, Figure 6 demonstrates a highly skewed distribution among stroke patients. The majority of patients fell within the BMI range of 25 to 35, which corresponds to the overweight and obese categories. Notably, it is interesting to observe that several non-stroke patients also fell within the overweight BMI range. However, it is important to acknowledge that BMI has faced criticism within the medical community due to its failure to account for variations in muscle mass, which can potentially lead to skewed results.

These visualizations provide valuable insights into the dataset, shedding light on notable associations between stroke incidence and factors such as age, marital status, comorbidities like heart disease and hypertension, as well as the distribution of BMI among stroke patients.
Stroke Patient's Hypertension Status
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Figure 5 Stroke patients with hypertension

Stroke Patient's BMI Distribution
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Figure 6 BMI distribution of stroke patients. BMI, body mass index.

The presence of diabetes among stroke patients was also observed in our dataset. A considerable number of stroke patients were found to have diabetes, and some exhibited high glucose values exceeding 200 mg/dl as shown in Figure 7. This observation aligns with existing literature [28, 29], which has consistently shown that comorbidities can have a significant impact on the development of heart disease and stroke.

Considering the complex interplay between diabetes, heart disease, and stroke, it becomes evident that comorbidities can significantly influence an individual's susceptibility to these conditions. The presence of diabetes among stroke patients in our dataset underscores the importance of addressing and managing comorbidities to mitigate the risk of stroke and improve overall cardiovascular health.

**Modeling**

In this study, we aimed to explore and evaluate the performance of various machine learning models in predicting stroke risks. Specifically, we trained a comprehensive set of 11 machine learning algorithms, each known for its effectiveness in handling classification tasks. The models utilized in this study include logistic regression, KNN, support vector machine, decision tree, random forest, adaptive boosting, gradient boosting, linear discriminant analysis, eXtreme Gradient Boosting, and categorical boosting.

While previous research in this domain often focused on a limited selection of machine learning techniques, our study sought to address this limitation by incorporating a broader range of high-performance machine learning (HPML) methods. By leveraging a diverse set of algorithms, we aimed to identify the most suitable models for stroke risk prediction. By examining the performance of these various models on our dataset, we sought to contribute to the existing literature by expanding the repertoire of machine learning techniques employed in stroke prediction research. Our research endeavors to bridge the gap by investigating and adopting additional HPML models, such as adaptive boosting, support vector machine, and eXtreme Gradient Boosting, which have shown promising results in other classification tasks.

Through this comprehensive analysis of machine learning algorithms, we aimed to identify the models that exhibit the highest predictive accuracy and reliability in predicting stroke risks. This research approach allows us to shed light on the potential benefits of utilizing a wider range of machine learning techniques in stroke prediction, enhancing the overall effectiveness of stroke risk assessment and facilitating informed decision-making in clinical settings.

**Results and discussions**

To analyze the factors contributing the most to stroke, we have printed out the correlation values for each feature variable, along with their respective relationship to stroke. The correlation values are presented in Table 3 below.

The dataset analysis revealed interesting insights regarding the factors associated with stroke risk. It was observed that individuals living in urban areas exhibited a slight negative correlation with the risk of stroke. At first glance, this finding may appear counter-intuitive considering the fast-paced nature and potential stress associated with urban living, particularly in corporate settings. However, further research indicates that differences in obesity rates may account for this observation. Rural areas tend to have a higher prevalence of obesity, with approximately 34.2% of adults classified as obese, compared to 28.7% in urban areas. This disparity in obesity rates could contribute to the lower stroke risk among rural residents.

Additionally, a positive correlation was observed between marital status and the likelihood of experiencing a stroke. This association can be primarily attributed to the fact that married individuals tend to be older on average. However, it is worth noting that a substantial proportion of marriages end in divorce, implying that many long-term marriages may involve individuals who experience chronic unhappiness and higher stress levels, consequently increasing their risk of stroke. Age was identified as a strong predictor of stroke risk, further emphasizing its significance in determining an individual's susceptibility to stroke.
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Stroke Patient's Average Glucose Level Distribution
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Figure 7 Glucose level distribution of stroke patients

<table>
<thead>
<tr>
<th>Independent predictor</th>
<th>Stroke correlation coefficient (r)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.59</td>
</tr>
<tr>
<td>Average glucose level</td>
<td>0.31</td>
</tr>
<tr>
<td>BMI</td>
<td>0.12</td>
</tr>
<tr>
<td>Male gender</td>
<td>-0.24</td>
</tr>
<tr>
<td>Married</td>
<td>0.17</td>
</tr>
<tr>
<td>Private career</td>
<td>-0.22</td>
</tr>
<tr>
<td>Self employed</td>
<td>-0.11</td>
</tr>
<tr>
<td>Children career</td>
<td>-0.27</td>
</tr>
<tr>
<td>Urban residence</td>
<td>-0.23</td>
</tr>
</tbody>
</table>

BMI: body mass index.

Having explored the factors influencing stroke risk, the subsequent focus was on assessing the predictive power of the machine learning models employed in this study. The model performance metrics, including accuracy, precision, recall, and F1-score, were used to evaluate their effectiveness. The results, presented earlier, demonstrated that the models consistently exhibited robust predictive capabilities, accurately identifying individuals at risk of stroke.

These findings contribute to our understanding of the factors influencing stroke risk and highlight the potential of machine learning models in predicting stroke occurrence. The observed negative correlation between urban living and stroke risk, when considering the influence of obesity rates, challenges initial assumptions and emphasizes the importance of considering various factors holistically. Similarly, the positive correlation between marital status and stroke risk underscores the complex interplay between age, marital satisfaction, and stress in determining susceptibility.

We next show our model's predictive power. By showcasing the predictive power of the models, this study establishes their potential applicability in clinical settings. These models can aid healthcare professionals in accurately identifying individuals at risk of stroke, facilitating timely preventive interventions and improving patient outcomes.

As shown in Table 4, all of our machine learning models exhibited excellent performance in predicting stroke risk. Accuracy, which measures the frequency of correct predictions by the machine learning models regarding stroke occurrence, resulted in high values. Recall assesses the proportion of correctly predicted records out of the total number of records, while specificity indicates the correct prediction of negative instances (i.e., no stroke) among all negative records. Both recall and specificity demonstrated high values in our models. It is worth noting that initially, the models were trained on an unbalanced dataset. However, after employing the SMOTE technique and using a balanced dataset, we observed improved accuracy across all models. The AUC score is a widely used metric to evaluate classifier performance, with higher scores indicating better performance. In our study, the Random Forest Classifier achieved the highest AUC score of 0.99, indicating its superior predictive ability.

In real-world applications, where preventative treatment decisions are crucial, selecting a model with high recall would be desirable. Recall measures a model's capability to identify all relevant cases within a dataset. Among our models, the KNN classifier exhibited the highest recall. Therefore, if we were to prioritize identifying all individuals at risk of stroke, the KNN classifier would be a suitable choice.

Table 5 presents a comparison of the results obtained from our random forest model with those reported in recent studies by Sailasya (2021) and Dev et al. (2022). Our model achieved an accuracy of 96.56%, a recall of 94.74%, a specificity of 98.36%, and an impressive AUC of 0.99. In contrast, the reference study by Sailasya achieved lower performance metrics, with an accuracy of 73%, a recall of 73.5%, a specificity of 72%, and an AUC of 0.73. In Dev et al.'s study, the model's performance was also lower with respect to accuracy (75%), recall (74%), specificity (76%), and AUC (0.75). These results clearly demonstrate the superior performance of our model compared to previous studies in accurately predicting stroke risk.

Furthermore, we generated a relative graph to visualize the importance of each feature in predicting stroke, as presented below in Figure 8. Notably, age, average glucose level, and BMI emerged as the top three most influential factors. Age, being a well-established risk factor for stroke, unsurprisingly demonstrated a high level of importance in our model. The average glucose level, reflecting the individual's blood sugar level, also exhibited strong predictive power. BMI, a measure of body mass index, was another significant predictor, suggesting the association between obesity and increased stroke risk.
Table 4 Accuracy, recall, specificity, and AUC scores of each machine learning model

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Recall</th>
<th>Specificity</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>LogisticRegression</td>
<td>94.49</td>
<td>0.9030</td>
<td>0.9866</td>
<td>0.9781</td>
</tr>
<tr>
<td>KNeighborsClassifier</td>
<td>96.09</td>
<td>0.9577</td>
<td>0.9641</td>
<td>0.9778</td>
</tr>
<tr>
<td>SVC</td>
<td>92.49</td>
<td>0.8556</td>
<td>0.9938</td>
<td>0.9781</td>
</tr>
<tr>
<td>DecisionTreeClassifier</td>
<td>94.03</td>
<td>0.9402</td>
<td>0.9405</td>
<td>0.9403</td>
</tr>
<tr>
<td>RandomForestClassifier</td>
<td>96.55</td>
<td>0.9474</td>
<td>0.9835</td>
<td>0.9932</td>
</tr>
<tr>
<td>AdaBoostClassifier</td>
<td>93.21</td>
<td>0.9103</td>
<td>0.9538</td>
<td>0.9793</td>
</tr>
<tr>
<td>GradientBoostingClassifier</td>
<td>95.01</td>
<td>0.9268</td>
<td>0.9733</td>
<td>0.9863</td>
</tr>
<tr>
<td>LinearDiscriminantAnalysis</td>
<td>93.52</td>
<td>0.8721</td>
<td>0.9979</td>
<td>0.9777</td>
</tr>
<tr>
<td>QuadraticDiscriminantAnalysis</td>
<td>88.84</td>
<td>0.8319</td>
<td>0.9446</td>
<td>0.8883</td>
</tr>
<tr>
<td>XGBClassifier</td>
<td>94.70</td>
<td>0.9226</td>
<td>0.9712</td>
<td>0.9861</td>
</tr>
<tr>
<td>CatBoostClassifier</td>
<td>96.45</td>
<td>0.9505</td>
<td>0.9784</td>
<td>0.9921</td>
</tr>
</tbody>
</table>

AUC, area under the curve; SVC, support vector machines.

Table 5 Results comparison

<table>
<thead>
<tr>
<th></th>
<th>Ours (random forest)</th>
<th>Sailasya's (random forest)</th>
<th>Dev et al.'s (random forest)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy: 96.56%</td>
<td>Accuracy: 73%</td>
<td>Accuracy: 75%</td>
<td></td>
</tr>
<tr>
<td>Recall: 94.74%</td>
<td>Recall: 73.5%</td>
<td>Recall: 74%</td>
<td></td>
</tr>
<tr>
<td>Specificity: 98.36%</td>
<td>Specificity: 72%</td>
<td>Specificity: 76%</td>
<td></td>
</tr>
<tr>
<td>AUC: 0.99</td>
<td>AUC: 0.73</td>
<td>AUC: 0.75</td>
<td></td>
</tr>
</tbody>
</table>

AUC, area under the curve.

Figure 8 Relative importance of each feature for stroke prediction. BMI, body mass index.
Interestingly, the feature labeled “unknown” ranked fourth in terms of importance. However, it should be noted that this feature refers to missing data regarding the patient’s smoking habits. Given that approximately 30% of the smoking status data was missing, it likely introduced uncertainty and potential confusion in the model. As a result, we recommend disregarding this feature in the analysis.

In contrast, the importance ranking of having a history of hypertension and heart disease was relatively low, which may appear surprising considering the well-established relationship between high blood pressure and stroke risk [30, 31]. However, it is important to consider that the predictive power of these features can be influenced by various factors, such as the specific characteristics of the dataset and the interactions between different variables. Further investigation and analysis should be undertaken to explore the underlying reasons for the observed results.

The graph of feature importance provides valuable insights into the relative contribution of each variable in predicting stroke. By identifying the most influential factors, healthcare professionals and policymakers can prioritize interventions and strategies that target these specific areas, such as promoting healthy aging, managing glucose levels, and addressing obesity. It is essential to continuously refine and update our understanding of the predictors of stroke to enhance risk assessment and preventive measures effectively.

Conclusions and future work

This study serves as compelling evidence for the accurate prediction of stroke risks through the application of machine learning. Among the various algorithms trained in this study, the random forest algorithm emerged as the most effective, exhibiting an impressive accuracy of 96.56%. The superior performance of the random forest algorithm suggests its suitability for stroke prediction. The significant contributions of this research can be summarized as follows: 1) the exploration of several HPML algorithms, leading to a substantial improvement in model performance, and 2) the provision of a framework that has the potential to assist in medical decision-making regarding stroke prediction.

Furthermore, this study identified the key factors that contribute to predicting the risk of stroke, including age, blood glucose levels, and BMI. These factors can be utilized as independent variables to construct descriptive theory models, with stroke as the dependent variable. By collecting new data from stroke patients across different regions, correlations can be identified through multiple regression analysis. It is also crucial to consider cultural nuances and tailor the models to specific regions. Such descriptive theory models would greatly aid in the design of applications that provide support to stroke patients. Moreover, a normative theory can be developed using longitudinal data, following inductive-deductive cycles of theory building.

While this study provides valuable insights into stroke prediction, it is essential to recognize several limitations. Firstly, the dataset used for analysis comprised only 10 attributes, which might limit the exploration of all potential predictors associated with stroke. Future research endeavors should prioritize the inclusion of additional predictive attributes such as drinking behaviors, blood pressure, and atrial fibrillation to enhance the comprehensiveness of the model.

Moreover, the reliance on experimental data solely from a publicly available database means that the study did not contribute any original laboratory findings or clinic observations. Addressing this limitation, future research will include plans to generate and incorporate original data into the existing database. This approach aims to enrich the dataset and strengthen the predictive capabilities of the model.

Additionally, the study’s validation process relied exclusively on internal validation through training and test splits. To ensure the model’s robustness and generalizability in real-world clinical practice, external validation is imperative. Ongoing efforts include deploying the prediction model in a local heart clinic to validate its performance in clinical settings. Furthermore, leveraging a larger dataset could further enhance the model’s generalizability and applicability in diverse clinical contexts.

In conclusion, this study presented an integrated approach that combined data preprocessing and modeling techniques within the framework of machine learning. The findings and methodology described in this paper aim to inspire and encourage the wider application of machine learning methods for predicting stroke risks and automating stroke diagnosis. By leveraging the power of machine learning, the accuracy of stroke prediction can be significantly improved, leading to better patient outcomes and informed medical decision-making.
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